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IT Challenges

Increasing Internal
demand in quality control over IT

@ Stable system @ Software license

: management
operation € Increasin
€ Reducing down- : 9
. security threat
time and

€ Information
leakage and data
integrity

\ |
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maintenance
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Reducing Future
Operational cost strategic planning

€ Expanding system

requires more ¥ Need for instant
attention and comprehensive
€ Complex system reports

making risk @ Accurate and up
assessment even to date information

more difficult

|
S 4

Depend on system management!!
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\iag I8 e et shimeEn vadnely enasragemeinticult?

Daily back up of 100 servers from different platforms
across 10 regions at 10 pm...

Problems: , ,
Boring routine

Prone to human error
Time consuming
Effort consuming
Resource intensive
Cost ineffective
Overtime...
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Some ways to achieve automation:

€ Complex scripting

G Yem Pyt Dok Adxed beb

€ Operating System’s scheduling tools

P Foders  [TT1]

rontab{1) rontab(1)

crontab — user job file scheduler

[SYNOPS 1S
rontabERNEN]

erontabli-efllusernane i
crontabl-1Rlusername | 3
crontabli-rRlusername 1}

[DESCRIPTION|
The _cnmmand manages a crontah file for the user. You can use

a crontab file to schedule jobs that are executed automatically by
{see cron{iM>> on a regular basis. The command has four forms:

[filel Create or replace your crontab file by
copying the specified file, or standard
input if file is omitted or - is
specified as file . into the crontab

Standard input

RISKY
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Support applications across multiple servers

JP1 AJS2 Manager
JP1 AJS2 View

With JP1 components deployed
in the servers, central
management and job flow

control can be achieved.

JP1 AJS2 Agent JP1 AJS2 Agent

Apache server MySQL Server Filezilla FTP Server
(Red Hat Enterprise Linux) (Red Hat Enterprise Linux) (Windows 2003)
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Why iIs imperfect automation so risky?
€ Non cross platform

Sales data

Windows Server Schedule: UNIX Server Schedule:
11:00 Run Sales.exe 13:00 Run Inventory
12:00 Run Purchase.exe 14:00 Run Accounting
16:00 Run Sales.exe 18:00 Run Inventory
17:00 Run Purchase.exe 19:00 Run Accounting
18:00 Run Backup.exe 20:00 Run Backup
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Why iIs imperfect automation so risky?
€ Non cross platform

€ No job dependency — only based on timing
Sales data

Windows Server Schedule: UNIX Server Schedule:

11:00 Run Sales.exe 13:00 Run Inventory
12:00 Run Purchase.exe 14:00 Run Accounting
16:00 Run Sales.exe 18:00 Run Inventory
17:00 Run Purchase.exe 19:00 Run Accounting
18:00 Run Backup.exe 20:00 Run Backup
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Why Is imperfect automation so risky?
€ Non cross platform

€ No job dependency — only based on timing

@\
 J!
&F |
¢\ Windows Server Schedule: UNIX Server Schedule:
11:00 Run Sales.exe 13:00 Run Inventory
12:00 Run Purchase.exe 14:00 Run Accounting r=
16:00 Run Sales.exe 18:00 Run Inventory ¢ E
17:00 Run Purchase.exe 19:00 Run Accounting

18:00 Run Backup.exe 20:00 Run Backup
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2 JP1 Job Management in Linux System

Job dependency

Jobs can be Automaticall ed by Events.

Some Examples:
Receiving an e-malil
The creation/update of a file

The completion of a previous job

Py AJSROOT1:Update_Database - Jobnet Editor

File Edit ¥iew Options e

Monitor
content of
Log file Time
Interval

- - -4 [Ipdate Database = - -
Monitor log file . B | L 5
Bas Events Actions Custom Johs I{—Jﬂ
Jobn I/‘ |7Exclu31ve edit

Time interval

Update_of Update_Da Send Mail
Data_Fil taha; Norifica
e on
=
< | »
Ready Last accesse d Z006/07/12 09:41:37
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Good alert function
Jobs can Automatically React to Errors or Conditions.
¢, AJSROOT1:/Jobnet3232 - Jobnet Editor ] 3 ¢:3; AJSROOT1:/Jobnet1122 - Jobnet Editor I ] 4|

File Edit View 0Options Help File Edit ¥iew Options Help

...... 2 [lobnetszsz 43 [Jobnetlizz

URI@IEE I 5 DI\ ) e i 5
\Eﬁ!l%!sqm!mm I{_::El \Basic Ewents / Actions 3”{_::

|7 Excluzive edit

Jobnet I; Jobnet I,-’ Exclusive edit

-

{ Conditional Jobs
-

Ready | Last accessed Z005/11/15 08:55:40 | Ready

| Last accessed 2005711715 09:0&8:49
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Easy to monitor job status

Monitor Details - [Monitoring Files]

Fdobnetll3d/File Monitor

View the Job Statuses of
Multiple Jobs at a Glance!

Now Danming

Colors indicate job execution
status:

Green: Normal Termination
2005/11/15 15:21:02 Start (10180728 Dark Green : Executing
Grey: Not Executed
Red: Abnormal Termination

et e e e e e e o el b [

-

OR-Job Job_& Interval- Job_E
/‘ Control

File Moni Job_D
tor
-
1| | »
Ready Last acceszsed 2005711715 13:ZZ:36
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Easy to monitor job status

lobnet Monitor 2005711715 13:21:02 Start(ID:@B728)
Fiew Options Help

[+
jobnet1134 - Jobnet Monitor  200. 10| x|
File Edit Operations View Options Help
Rloobnee1134]
2 iobnec113a I

Receive-J Jaob_C
P1-Ewent

Interval- Job B Receiwe-1

Control Fl-Event
File Moni Joh D 0R-Job Job_& Interval- Job_E
tor B Contral

File Maoni Job_Tr
jobnet Monitor 200 —[ol x| tor =
ile Edit Operations WView Options Help

e
43 [Tobnetl134 sobnet. |7

Ready

. S—

Laat accessed 2005411715 13:22:36

Receive-1I Job_C
P1l-Event

OR-dah Jdob_& Interwal- Job B
/ Control

File Moni Job_D
tor
-
[l | 3
Ready Last accessed 2005411715 13:25:36
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Comprehensive reporting function

3. AJSROOT1 - Daily Schedule (All Jobs) i =] 9
File Operations View 0Optionz Help

Tob group nene: [A7SROOTL: 7 -1o/x]
Date: 200571121 B File Operations View Options Help
Base time: 00:00 0 Job group name:IAJSRDDTl:f
| | Month: 2005411 | 1|2 34 5 6 7 8|91ﬂ11] 1?141‘1|161?1819 nlz1|zzlzakdzs2e ?2329|30
| | Base Day: 2005/11/01(1th)  |Tule ThFr 5a5ullo Tulle Th Fr Sa Sullo Tufiie Th Fr Sa subto Tufie[Th{Fr 5a|subto Tulie
| B4 3-13-237obnet
| & 3Jobnet
|| B4 DAILY.AT3Z
~ o | | E-4% DATNEWTORE HEEE O O { | [
& Job_£:/Tcb1135 | B FAx[daily] EEEE CICEE CIC]
W Tl Tie dTeL11oC | Fax[monthly]
Job1135 - Daily Schedule {Hierarchy) CIl
File Operations Wiew Options Help — L]
&, Order[dai a 0)0 0
Job group name:lAJSRDDTl:,-* & Order[i
& Order[ on. 0 210 o |
Date: 2005/11/21 21 & store[daily IDE{DD DDD ][]
Base time: 00:00 olllz2|3 £ store[monthly] _ [
& Store[weekly] H | | | | | | I m
B Toh1135 & TEL[daily] REEEE | meEEE | [mE
----- & Interval-Control H
----- & Job_ A u | |
----- & Job E
""" P Job_C esojeelo[e/ojeeje/eelelee
..... e} Job_D qrder[monthly] L]
s View Jobs by Darly ° ° N
Uit name i
Jobhll3s Z005/11,/21 14 | Tnit name Start time End time Status
Interval -Control 2005711721 15: Web_order[daily] 2005411724 12:00:00 2005411724 12:20:00 Wait for start time
JDb_ﬂ 2005711721 14: Web_order[weekly] Z005/11/24 00:00:00 Z005/11/24 00:00:01 Wait for start time
Job_B 2005/11/21 15:
1]
Ready Last accessed 2005711715 14:15:05

Feady LAST AUCESSEN ZU0S/ 1172l I9:ialiag I
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User friendly

A well-designed GUI makes it easy to define jobs

T e =Iolx x|
File Edit View Options Help
...... a Jobnetlals Thit name PC-Job| I
[wl lﬂlmﬁ eSS
| X I

Basic m& Custom Jobs Tary 05t
Jobnet I,n" Drag & Drop | Transfer File | Attributg
b
. Job Placement - Inpucion”
> — T Details Easily __

Receive E Send-MailPower-0£E£

—

— P, o T —
R w Environuwent variahles

=10l |

&3 AJSRODT1:/Jobnet1818 - Jobnet Editor

File Edit Wiew Options Help

- 4* [Tobnetlsls i 2 I
@)= | I_M Qllﬂl Tr—
.'c.l ;E.l

\\' Basic Events Actions Custom Jobs a L N

Jobnet I,-* FExclusive edit _g.
= u

- = ] Ea
a Judguent by threshold
Ready

Receive_E Jend-Mail Power-0£f - _

went )
‘@B -E B Make Rolations With
/UR—JDb Job_ﬁ Jc:h_B JDb_C Si m ple Mouse_CI icks
%

HMonitorin Job E
g_Files

-

‘ [ »

Ready | Lazt accessed Z2005/11/15 10:52:24
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JP1/Job Management'’s value preposition

Reduces operational risks
— Reduce human error through automation of tasks / jobs
— Automates error recovery for business processes

Operation Integration into single management
— Automates job scheduling across multiple platforms
— Automates job scheduling across multiple business applications

Simple and easy to use
— Provides a flexible, adaptive, service-oriented architecture for job scheduling
— Improves efficiency and effectiveness

Reduces and control cost
— Increases availability of resources through optimization of job scheduling
— Improve the productivity of designated staff
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Why Is maintaining service level so difficult?

No early warning system

N Q)S
e
r
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Why Is capacity planning so difficult?

How do you know what cause your system crash every 4:30pm?
How do you predict your server utilization 1 year down the road?
How do you know that it's time to upgrade?

© Hitachi, Ltd. 2007. All rights reserved. 22
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Gives you early warning system

L T o J S o W S A
e JP1/PerformanceCentral — Wiew

el RE FET

Pl VR | e

m HITACHI
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ef | %) B | @)X @l =

'339 Agents

- & oA1DBServerd
- & 0AZDBServer?
- B Tatappservert
Sl=l TAzAnpServer2
- B} TAzAgent

- B} Tadngents

- UATBusinessServer]
- ] uszBusinessserverz
- [ uszagent

L 7] ussagents

— 4T —Z I 0 GyournuMonitor

1]

[*

@ s

CPU OISk
LSAGE

MEMORY
LSAGE

S I-Valb | L | P54 |

%2

el a8

R

R
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Gives you comprehensive performance reporting

%, "CPU Status” for Windows Agent "libra” - Performance Management - ¥iew — |EI|1|

File “iews Move Help

EEEEICIEKIDE

CPU Status for Agent libra

100
a0 -
J# "Process Detail” for Windows Agent "libra" - Performance Management - ¥i -0l x]
£ B0 File  “iewy Move Help
>
e AEEEEIERRND
20 Process Detail for Agent libra
16:23:45 16:24:30 16:25:15 16:26:00 16:26:45 16:27:3C
services (40)
csrss (26)
& Metrics
Available Mbytes | Bytes ¥mitdisec| CPU % | Cache Mbytes | Data Flus 0y
vies| Byt i g minlogon (34) W working Set Kovtes
(%)
0115 2003 15:25;2?|112.535? 2731639 21.1105 | 50.7432 27.4902 S System (2
x| smss (20)
Idle (0}
a 1000 2000 3000 4000
Working set
Measurement time: 01 15 2003 16:26:27 JST 21121 items
CPU % | Handle Count| Page Faultsisec | Page File Kbytes | Program | Thread Count|  Time
01 152003 16:15:00| 779662 |0 1} 0 Idle 1 16:15:00
01152003 16:15:00|0 a0 1} 168 SMmss 3] 16:15:00
01142003 16:15:00| 0.3646 | 373 1} 36 Systemn | 28 16:15:00
[ I [+]
Measurement time: 01 15 2003 16:15:00J35T 1181 items 6 1 data itern(s)
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Performance history for capacity planning

S5, JP1 /PerformanceCentral — Wiew — 4

D)l Fr ow—ll T

Bit. 15z I-U= b p o hae |L»F|‘w“h |~| TS—Ld | FI-LT—TI4E Aotz —UFEA

E‘ 1912 2001 18:26:00 TATAppServert AppServert Exception nia nfa nia State change
@ 1912 2001 18:26:00 TATAppSerer AppServert Warning - DIk USAGE | Gyoumuhaonitor

g 19122001 18:26:00 TA1AppSerer AppServert Exception ﬁ_MMetricﬁ,,(2.,.]5.,..-.,7.,..-155:44:44, B

File Show Help

EZ 19122001 18:25:40 TA1ADent3 Agent3 Exception ] ___

i FileSerser1 61:CircuitRatio

g 19122001 18:259:40 TAlAgent3 Agent3 Exception 1000

E'_.. 19122001 18:25:35 TA1Agent3 Agenta Warning

¥5.00

g 19122001 18:259:35 TAlAgent3 Agent3 Dk

@ 19122001 16:17:80  TA1ADent3 Agent3 Warning s0.00

19122001 15:54:05 TA1Agent3 Agent3 oK

E‘ 19122001 14:58:20 | TATApRSENeEr AppServer? Exveption ;g

g 1912 2001 14:58:20 TATAppServer? AppServer Exception

_(ol x|

K|

03:00 06:00
2006507012 20065712

0g:00 12:00
2006/07/12 2006707112

Measure | hetric “alue I

-
sec 2852
e 3 841
% 22,390

% 29.100 %

Metric Matme Chject Matmne
Bl FileServeris1
[ B b ResponseTime = FTP_151
|l [ TransterTime =% FTe_181
[l i b crPURatio B FileServer1ad
v % b swapRatio 2 Filegerveriad
TimEI 2006/07 21019 Show pEriDdI 2006/07M2 00:00 -

2006/07/12 12:00
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JP1/Performance Management's value preposition

Simple and Convenient

— Centrally manages server and application availability with intuitive graphical format for
multiple platforms

 Increase Server, application and Network up-time

— Able to manage server, applications and networks more intelligently, increasing up-
time and lower costs

 Solutions Set available for used immediately and highly customizable

 Early warning system
— Administrator gets alert before problem gets out of control

 Proactive management through reporting
— Generated reports enable historical data analysis and assist in preventive measures

© Hitachi, Ltd. 2007. All rights reserved. 26
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